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Abstract—In FPGAs, high communication latency in multi-
die chips has driven the integration of hardened networks-on-
chip (NoCs) in commercial devices. However, for programming
FPGAs with high-level synthesis (HLS), existing tools only
provide low-level cumbersome abstractions, and only work for
offloading memory accesses. Furthermore, these abstractions
remain inaccessible to programmers due to their reliance on
placement knowledge. While automatically leveraging the NoC
without manual intervention is ideal, it poses several challenges:
1. Managing the trade-off in resource utilization between the hard
NoC and the Programmable Logic (PL). 2. Allocating limited
hard NoC resources between different communication in the
designs. 3. Aligning hard NoC and PL placement even though
the actual PL placement cannot be determined beforehand.

We address these challenges by developing NoH, the first HLS
flow that automates hard NoC offloading. First, we develop a
formal NoC-aware placement algorithm that leverages integer
linear programming (ILP) and considers the first two challenges
for offloading external memory accesses and latency-insensitive
communication between modules. Then, we arrange the ports
synergistically with PLL modules via a port-affinity model that
approximates the PL placement. Finally, NoH is integrated into
an end-to-end HLS flow and evaluated on 4 workloads with di-
verse communication patterns. NoH gains 20% FPGA frequency
over AMD tools by leveraging the hard NoC. Compared to
AutoBridge [1], a recent high-level physical synthesis technique
that optimizes frequency but does not consider the hard NoC,
NoH never fails place-and-route by offloading inter-die crossings
(AutoBridge fails in 31% of workload configurations tested) and
is faster (6%) for the rest.

I. INTRODUCTION

HLS is gaining prominence for enabling productive pro-
grammability for FPGA systems [2]. It has shown success
in many application domains, including deep learning [3]-
[9], video transcoding [10], graph processing [11]-[22], and
genome sequencing [23]-[29].

Despite these successes, communication on FPGAs is in-
creasingly burdensome. To help address the communication
bottleneck, major FPGA vendors such as AMD [30] (Fig-
ure 1), Intel [31], and Achronix [32], have introduced a
system-level hard network-on-chip (NoC). Hard NoCs increase
the bandwidth per wire due to higher frequency, facilitate
efficient time-multiplexing, and guarantee interconnect timing
closure.

However, it can be difficult to exploit the benefits of hard
NoC, especially for HLS users. Users would need knowledge
of coarse-grained placement at design time to exploit hard
NoC bandwidth and achieve high frequency at the same time.
If NoC port placement is not provided, the place and route
(P&R) tool may not be able to meet the NoC bandwidth
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Fig. 1: A sketch of the hard NoC in the AMD Versal VHK158
FPGA board. A subset of NoC ports are shown.
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constraints due to competing PL placement. That limitation
undermines the hardware abstraction HLS brings. In addition,
it is not trivial to decide what to offload on to the hard NoC.
In fact, commercial FPGA HLS compilers do not yet support
instantiating NoC within HLS designs, except for external
memory. Even then, the current P&R tool cannot optimize the
placement of programmable fabric cooperatively, encumbering
the potential resource savings and frequency gains of utilizing
the hard NoC.

An ideal approach is to automatically infer hard NoC usage,
based on communication patterns in the HLS program without
any programmer’s help. However, there are several challenges
that must be addressed. First, we must balance the use of
hard NoC and PL resources to achieve optimal performance.
Overusing the hard NoC can impact latency and throughput,
while relying too much on the PL resources left the hard NoC
wasted and could make P&R difficult. Second, we need to
trade-off using the limited hard NoC resources for different
communication in the design (i.e. for memory accesses versus
for communication between modules!. Third, the arrangement
of NoC ports needs to be synergistic with the PL placement,
otherwise congestion can occur near the hard NoC ports.
The key problem is that the actual PL placement cannot be

'In this paper, “module” refers exclusively to RTL modules.
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determined before selecting which communication is offloaded
to the NoC, creating a cyclic dependence.

We address these challenges in our technique: NoH, the
first automated hard NoC compilation framework for FPGA
HLS. Furthermore, to the best of our knowledge, no prior HLS
or RTL technique can decide which communication channels
to offload to soft logic vs hard NoC and how. NoH can
be integrated into commercial HLS tools and does not need
modification to the input C++ HLS program, thus improving
frequency while preserving the high-level programming. NoH
consists of two main algorithms, both formulated in integer
linear programming (ILP): The first is a NoC-aware Coarse-
grained Placement algorithm, specifically prioritizing the
memory IOs for the hard NoC while balancing the PL inter-
die wire utilization. The second is a Hard-NoC Offload-
ing algorithm that determines both which latency-insensitive
communication to offload and how to arrange the NoC ports
synergistically with the PL placement. We resolve the cyclic
dependence by employing a port-affinity model that is a proxy
for how PL modules will be placed. These are integrated
as a multistage optimization algorithm to permit tractable
compilation.

We compare NoH against two strong baselines which do
not use the hard NoC: the AMD Versal tools, as well as
AutoBridge [1], the previous state-of-the-art high-level phys-
ical synthesis (HLPS) tool that optimizes design frequency. It
couples physical design with HLS scheduling and automati-
cally pipelines inter-die paths. Using 16 configurations of four
workloads that represent unique communication scenarios, our
evaluation demonstrates a 20% frequency improvement over
Versal Tools by eliminating problematic congestion and high-
delay inter-die routes. While AutoBridge can sometimes reach
similarly high frequencies, it often fails due to congestion
on die boundaries (31% of configurations). NoH significantly
reduces inter-die crossings, which enables consistent compila-
tion without failure and achieves >226 MHz on average.

Contributions:

1) A technique, NoH, for automatically utilizing hard NoC
in HLS designs to minimize inter-die crossings and
improve frequency.

An algorithm for cooperative P&R for the PL and hard
NoC leveraging integer linear programming (ILP).
Evaluation using commercial tools of four real-world
workloads with sixteen configurations to show the fre-
quency increase from employing the hard NoC.

2)

3)

II. BACKGROUND

Versal NoC: The Versal NoC [30] is a packetized network
with 128 bit width running at 1 GHz. Figure 1 depicts a
sketch of the hard NoC in VHK158. The raw throughput of
each unidirectional link is 16 GB/s. The Versal NoC adopts a
mesh-like topology, but with horizontal links positioned at the
top and bottom of each die. The Versal NoC provides unified
access to all hard and soft components on the device using
NoC ingress ports and egress ports. The NoC ingress ports
issue requests to the network from the PL, whereas the NoC
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Fig. 2: A toy example illustrating the improvement of using
hard NoC. It facilitates a better placement with half of the slot-
crossings. Hard NoC further offloads scarce inter-die wires,
balances utilization, and reduces congestion.
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egress ports service requests from the network to the PL. The
PL can access the NoC ports with decoupled clock domains.
Versal NoC implements virtual channels, up to 8 per link. NoH
uses virtual channels to prevent deadlocks.

Hard NoC Integration: Using the hard NoC requires signif-
icant programmer effort. To explain, AMD Vivado software
provides two IPs to use the hard NoC, the AXI NOC IP for
the AXI memory-mapped protocol, and the AXIS NOC IP for
the AXI4-Stream protocol. Configuring the two IPs requires
the low-level Vivado IP Integrator (IPI) flow, which is not the
conventional tool for HLS users. Users need to specify the
NoC connectivity and bandwidth requirement. The Vivado’s
NoC compiler statically determines NoC routes. However,
users should provide the placement of NoC ports. Otherwise,
the NoC compiler could arbitrarily place the ports, but does
not guarantee meeting both bandwidth requirements and high
frequency. Our work, NoH, fills the gap by automatically
determining the communication to offload to the hard NoC
and optimizing the placement of NoC ports.

III. MOTIVATION & OVERVIEW

A. Motivational Example

Figure 2 uses a toy example to illustrate the benefits of
the hard NoC. The default P&R tool will place memory 10s
and modules near memory, resulting in high congestion and
underutilized resources. With the coarse-grained placement
technique from HLPS tools like AutoBridge, the minimum
resource utilization constraint enforces a more balanced place-
ment. The device is divided into a grid of conceptual slots.
Tasks are placed in slots while minimizing crossings between
slots. However, for large designs, there can be many slot
crossings between dice, which often become critical timing
paths. Moreover, when the design uses a lot of memory 1Os,
HLPS tools can still cause high congestion near the memory.

With the hard NoC, we can find a better placement with
fewer crossings by placing a memory 10 in a distant slot. In
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Fig. 3: Our approach to automatically utilize hard NoC in HLS
designs.

addition, we can use the remaining bandwidth to offload the
rest of the inter-die crossings.

B. Overview of NoH Framework

Shown in Figure 3, NoH has been integrated into a com-
mercial HLS flow. The input of NoH is task-parallel dataflow
programs described in TAPA [33], which are compiled to
RTL and preprocessed to obtain dataflow graphs. An HLS-
level task (function) is a user-defined grouping of operations
(RTL modules). We first run the NoC-aware coarse-placement
ILP. It places memory IOs in the hard NoC and tasks in
user-defined slot granularity, where inter-slot crossings are
minimized and then pipelined. We use the remaining hard NoC
bandwidth to selectively replace inter-die pipelines, while
considering how to place NoC ports synergistically with the
likely placement of PL modules. We prioritize memory 1Os
because they could have a larger impact on the global inter-die
crossings as illustrated in Section III-A. Alternatively, users
have the flexibility to allocate all hard NoC bandwidth for
inter-die crossings. The final output is a NoC-enhanced RTL,
a coarse-grained placement, and the hard NoC connectivity
and QoS configurations. Through NoH, all inter-die crossings
are either pipelined or offloaded to the hard NoC.

IV. NoH ILP FORMULATION

Representation: Both HLS programs and the hard NoC
are described in graphs. The dataflow graph (DFG) is a
directed graph, where nodes are tasks and edges inter-task
communication including memory I0s. The hard NoC graph
(HNG) describes the NoC topology, where edges are the NoC
links, and nodes include NoC ingress ports, egress ports, and
switches.

Algorithm Flow: Coarse-grained placement of DFG involving
HNG is a cooperative P&R process. We minimize cross-
ings between slots while ensuring the offloaded memory 10s
and the latency-insensitive communication fit within the hard
NoC'’s bandwidth. It is accomplished in two stages, NoC-aware
placement and Hard NoC Offloading.

o Stage 1. NoC-Aware Placement Here we assign DFG
nodes to slots, while memory IOs are mapped to the HNG
(assigned to NoC ingress ports). We overwrite the default
placement of memory IOs so that they can be distributed
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across the device through the hard NoC, if that leads to
a significant reduction in crossings.

o Stage 2. Hard NoC Offloading Here we select some
of the latency-insensitive slot crossings that are inter-die
to be further offloaded to the HNG given enough NoC
bandwidth. We optimize their NoC ingress and egress
ports placement to be synergistic to PL placement.

In the following subsections, we first introduce the defini-
tions used by ILP equations. Next, we explain the hard NoC
P&R constraints shared by the two ILP stages, followed by
the details of each stage. Section IV-A and all equations can
be skipped unless readers want to understand the precise ILP
formulation.

A. DFG Definitions for ILP equations

o DF(Gedges: edges in DFG to be placed. Each edge, e,
has a source slot and a sink slot.

e NoCingress: all NoC ingress ports. NoCingress, are
the ingress ports in the source slot of e.

e NoCegress: all NoC egress ports. NoCegress, are the
egress ports in the sink slot of e.

o NoC'switches: all NoC switches.

e NoClinks: all NoC links.

B. Hard NoC P&R Constraints

Given the bandwidth, the source slot and the sink slot of
each DFG edge, we introduce the hard NoC P&R constraints
to ensure legal offloading by enforcing that each NoC ingress
or egress port handles at most one edge (as the Versal NoC
does not time-multiplex the NoC ports), and no link exceeds its
bandwidth capacity. We first define the following ILP variables
for each e € DFGedges:

e G p: (binary) e uses NoC ingress port, p, as its source.

e b p: (binary) e uses NoC egress port, p, as its sink.

o fei: (binary) e uses NoC link [ for its forward traffic

o 7, (binary) e uses NoC link [ for its return traffic

o n.: (binary) e is not mapped to the HNG.

Choosing NoC Ports: This constraint ensures each DFG edge
is mapped to exactly one NoC ingress port and one egress port
within the same slot, or it is not mapped. The summation of
all candidate port variables should equal to 1 if the edge is
mapped (meaning n, is 0).

Ve € DFGedges : Z Gep+ne=1, (1)
peENoCingress,

Z bc,p +ne =1, 2
pENoCegress.

NoC Ports Non-overlap: This constraint ensures each NoC
ingress and egress port supports at most one DFG edge.
This should be updated if the hard NoC ports support time-
multiplexing.

Z aep <1, Vpe€ NoCingress 3)
e€DFGedges

Z bep <1, Vpe NoCegress )
e€DFGedges
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NoC Routing for Forward Traffic: Flow conservation en-
sures a legal NoC route for each edge’s forward traffic from
source to sink. Each selected ingress port has exactly one
outgoing flow (. succ () ) and no incoming flow (.pred () ),
and vice versa for egress ports. The intermediary links must
have a conserved flow.

Ve € DFGedges : (5)
Gep, Y., fer=0,p € NoCingress.,

Z fe,l =

lep.suce() lep.pred()
(6)
Z fc,l = bc7p7 Z fc,l = O,Vp € NOC@gT'eSSe7
lep.pred() lep.suce()
@)
Z fer — Z fei =0, Vpe NoCswitches.
lep.pred() lep.suce()

®

NoC Routing for Return Traffic: If the DFG edge is a
memory IO, it needs a route for the return traffic. We apply
the same constraints for forward traffic to r.; but swapping
NoCingress., and NoCegress,.

Prevent Deadlocks Using Virtual Channels: This constraint
ensures that the number of traffic channels on a link does
not exceed the number of virtual channels available, V' C.
We need to assign each edge’s traffic to a unique virtual
channel to conservatively prevent deadlocks [34] and head-
of-line blocking between different traffic channels.

D

e€e DFGedges

fei+7e; <VC, Vi€ NoClinks (9)

Bandwidth: This constraint guarantees that the aggregated
bandwidth mapped to each NoC link does not exceed its
capacity. For memory IOs, the forward traffic bandwidth (bw )
includes write data, write address, and read address, while the
return traffic bandwidth (bw,.) includes read data and write
responses. For latency-insensitive communication, the address
and return bandwidth are zero. The capacity of the NoC links
is defined by a constant C'. This constraint guarantees that the
user-specified bandwidths in the original design are met.

>

e€cDFGedges

Jeq -bws +rey-bw, < C,Vl € NoClinks.

(10)

C. NoC-aware Placement

This stage places DFG nodes in coarse-grained slots and
memory IOs in the hard NoC, while minimizing inter-die
crossings. Similar to previous HLPS tools [1], we use a multi-
stage ILP for placement, where we incrementally make finer-
grained decisions until we have reached the user-defined slot
granularity. At each step, we logically divide the FPGA device
in half, either horizontally or vertically. For example, we split
2 times to get 2x2 slots. We place each DFGop in one of
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Fig. 5: Hard NoC Offloading ILP. Additional pairs of NoC
ports replace the inter-die PL wires. Timing constraints are
relaxed by isolating each slot.

the two new slots. The placement part of ILP is omitted for
brevity, and we explain our hard NoC extension.

Without considering the hard NoC, a trivial heuristic used
by prior works is to place I0s near memory. However, the hard
NoC allows distribution of memory IOs across the device to
reduce inter-die crossings and congestion near memory.

Figure 4 illustrates this intuition using an example DFG. We
split twice to place each task in one of the four slots. During
each split, a legal hard NoC mapping is determined. Due to
the PL resource constraint, two tasks are placed in the lower
slots. Thus, their memory inputs are also placed in the lower
slots to reduce slot crossings and congestion near HBM.
On-chip Resources Constraint: This constraint ensures the
area of all DFG nodes placed in each slot does not exceed the
capacity. We consider all types of on-chip resources (except
hard NoC)—LUTs, registers, BRAMs, URAMs, and DSPs.
Placing Memory I0s in Hard NoC: We use the constraints
in Section IV-B to map only memory IOs to the hard NoC.
We must map all memory IOs (i.e., constraining all n. to
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0) because all external memory accesses go through the hard
NoC in Versal FPGAs.

Objective Function: Minimizes all crossings between slots.
e.width is the bit width of the DFG edge e. mahattan(e)
returns the Manhattan distance between the source and sink

slots.
>

Vee DFGedges
D. Hard NoC Offloading

After the NoC-aware Placement stage, this stage cuts down
the latency-insensitive inter-die crossings using the remaining
bandwidth in the hard NoC. It has three objectives to achieve
in the specified order (the result of the earlier objective is set
as a constraint for the next). The ILP will return the selected
inter-die DFG edges to offload to the hard NoC. The third
objective is called PL-NoC Cooperative Placement, detailed
in Section IV-E. Here, we present the first two objectives.

Figure 5 shows the changes after stage 1, where the two
inter-die wires in the lower slots are replaced with two pairs
of connected hard NoC ports. Lower utilization of inter-die
wires reduces the congestion near die boundaries.

Fixing Memory 10s Placement: We apply the constraints
from Section IV-B and fix them to the memory IO placement
derived from the previous stage, which means that the user-
defined memory bandwidth requirements are preserved during
further offloading.

Placing Inter-die Edges: We use the constraints in Sec-
tion IV-B to map inter-die crossings this time. We create ILP
variables only for the inter-die DFG edges. Due to limited
NoC bandwidth, only a subset will be selected.

First Objective: The most important objective is to minimize
inter-die crossings. levels(e) returns the number of slots from
the source to the sink of e.

D

e€DFGedges

Minimize e.width - manhattan(e)

(an

Minimize Ne * e.width x levels(e) (12)

Second Objective: The second objective is to minimize the
number of mapped hard NoC links. The hard NoC’s latency

increases with the number of NoC links it goes through. We
want to keep the latency overhead low.

> >

e€DFGedges le NoClinks

Minimize feq+Tey (13)

E. PL-NoC Cooperative Placement

After achieving the first two objectives, our formulation
produces a legal hard NoC P&R solution. However, the
NoC ports placement may be suboptimal relative to the PL
placement, potentially causing congestion near NoC ports.
Unfortunately, since PL placement is unknown at this stage,
but NoC ports placement must be fixed before PL placement,
it creates a cyclic dependence where direct optimization is not
feasible.

Instead, our approach is to use a proxy model based on
port affinity, where higher affinity indicates that ports should
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Fig. 6: PL-NoC Cooperative Placement. We use a proxy model

based on port affinity to align NoC ports with PL placement.
Note the PL wire from node 3 to 4 becomes shorter.

be adjacent because their consumers/producers are closely
related. We define the affinity using the minimum number of
DFG nodes between two DFG edges. A lower number of nodes
means that two edges are more related, and we should place
their NoC ports closer. For example, as shown in Figure 6,
directly connected nodes 3 and 4 have high affinity, so aligning
their NoC ports (node 4’s egress port and node 3’s ingress port)
yields an aligned PL placement and shorter wiring. We define
af finity(e0,el) to return the affinity between two edges.
Dividing the distances between NoC ports by their affinity
indicates the importance of placing them together.

To calculate the distance, it is essential to use the physical
locations of NoC ports, which are arranged in columns distinct
from the mesh-like NoC topology. We define two helper
functions to calculate the physical distance between NoC
ports: dist(e0, el) returns the Manhattan distance between the
NoC ports of two DFG edges (can be limited to pairs within
the same slot to keep the ILP tractable), and dist(e) measures
the Manhattan distance between an edge’s NoC ingress and
egress ports for inter-slot alignment. We minimize the total
distance with tunable weights, W3 and Ws.

Third Objective:

dist(e0,el)

D airs — T 4 N 1N 14
P Z af finity(e0, el) (14
(GO’CI)E(DFGzcdgcs)
Dsrc_sink = Z dlSt(E) (15)
e€DFGedges
Minimize Wi * Dpairs + Wa * Dgre_gink (16)

V. IMPLEMENTATION

NoH leverages TAPA [33], an efficient C++ front-end
API for compiling HLS designs and extract DFGs. ILP is
implemented with the Python PULP package and the Gurobi
solver. The total runtime on average is within 30 minutes.
Users of NoH must specify slot granularity, HNGs, and their
design’s memory IO configurations (including the designated
external memory bank, read bandwidth, and write bandwidth).
We run AutoBridge to pipeline the inter-die crossings. RTL is
transformed to expose the mapped inter-die connections as
top-level ports so they can be connected to the hard NoC in
the Vivado’s IPI flow.
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Fig. 7: Simplified workload topology, only capturing memory
10s and computation nodes.

We use Tool Command Language (Tcl) to create a uni-
fied block design capable of both simulation and bitstream
generation. Our Tcl script instantiates the embedded ARM
core acting as the host. The host generates the design’s clock
and reset, sends control signals to the design, and verifies the
results in external memory. For RTL simulation, we use the
AMD Vivado Simulator (xsim) and Versal CIPS Verification
IP. NoC RTL simulation is within &= 5% of hardware [35].

VI. METHODOLOGY

Workload Selection: In order to stress different kinds of
communication patterns over the hard NoC, we choose four
workloads with unique topologies, as illustrated in Figure 7:

1) Systolic-array matrix-multiply (MM) accelerator gener-
ated by AutoSA [36].

2) Jacobi3D stencil designs generated by SODA [37].
3) K-nearest neighbors (KNN) in CHIP-KNN [38].
4) Sparse matrix-vector multiplication (SpMV) accelerator
generated by Serpens [39].
TABLE I: Summary of Workloads
Workload | FPGA | Memory | # Dice | Most-used
MM [36] VPK180 DRAM 4 DSp
Jacobi3D [37] | VPKISO | DRAM 4 DSP
KNN [38] VHKI158 HBM 2 LUT
SpMV [39] VHKI158 HBM 2 BRAM

Tool Version | AMD Vivado 2024.1

Table I summarizes the platforms for each workload. We
use two types of FPGA boards to evaluate different sizes of
the hard NoC and two types of memories to vary the number
of memory 10s. For each workload, we create four designs
with increasing resource utilization. Table III summarizes the
resource utilization of all designs. All designs use at least 40%
of one or more types of PL resources. Inter-die crossings also
vary from about 6% to over 50%.

Experiment Methodology: To filter the effect of P&R noise,
we run five frequency targets—300, 280, 250, 230, and 200
MHz. The maximum frequency results, Fmax, is taken from
the five targets. We use Vivado 2024.1, with the default P&R
directives.

Baselines: We compare against two baselines: (1) AMD
Vivado, and (2) AutoBridge with coarse-grained placement
and pipelining (we use the same settings in NoH). We select
Vivado to compare in the commercial tool setting. We compare
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TABLE II: Summary of Frequency and Cycle Count

. . NoH Results Over Vivado Over AutoBridge
Configrations
Fmax Sim. Fmax Cycle Fmax Cycle
Results Cycle Gain Oseorllll:ta d Gain OSeorlﬁrelta d

(MHz) Count (%) (%) (%) (%)

MM 18x16 182.0 12694 4.2 0.9 F* 0.43
MM 18x17 190.6 13164 36.6 0.3 F -0.2
MM 18x18 270.5 13742 68.6 0.8 F 0.38
MM 18x19 285.8 14671 85.6 1.5 F 0.62
J* 109 300.0 2118 19.3 5.7 2.1 4.1
J 115 300.0 2222 30.4 5.5 0.5 39
J 121 300.0 2327 8.3 53 1.8 3.8
J 124 286.3 2380 17.8 5.1 -4.0 3.7
KNN 27 253.0 11417 9.0 1.8 32 1.8
KNN 36 248.8 11654 16.3 0 1.7 1.0
KNN 45 226.6 11681 12.3 1.2 -5.9 -0.2
KNN 54 202.6 11743 0.4 29 F 1.7
SpMV 32 288.5 3354 7.5 -0.4 5.5 -0.1
SpMV 40 287.3 3458 12.1 1.5 6.4 1.4
SpMV 48 230.0 3606 -6.3 4.5 5.7 33
SpMV 56 197.6 3444 -12.0 0.8 46.6 1.6

*Note: J is Jacobi3D. F is failed P&R for all 300, 280, 250, 230 and 200 MHz.

with AutoBridge because NoH also improves frequency using
similar coarse-grained placement and pipelining. However,
both baselines use the hard NoC only for memory 1Os, placing
them near memory by default, and do not support automatic
NoC utilization for other communication. In contrast, NoH
extends coarse-grained placement with hard NoC support
and generates offloading configurations. Section VII compares
NoH with both baselines in terms of Fmax, simulation cycles,
and Super Long Line (SLL) utilization, AMD’s metric for
inter-die wire usage.

VII. EVALUATION

Table II summarizes the overall comparison between NoH
and our two baselines. Relative to Vivado, NoH improves
Fmax by 20%. Compared to AutoBridge—which failed to
route 5 out of 16 configurations, NoH achieves an average
Fmax of 226 MHz, with a 6% improvement on the successful
configurations. The average cycle count overhead is modest at
2.4% compared to Vivado and 1.7% compared to AutoBridge.

Each workload has been highly optimized for frequency, as
noted in their publications. When scaled for Versal FPGAs, the
Vivado baseline already averages 217 MHz Fmax, and using
five frequency targets helps mitigate noise in P&R results,
so any further Fmax improvement is worth noting. We also
show that these improvements stem from NoH’s techniques
for reducing inter-die crossings and congestion.

A. MM

The MM accelerator implements a systolic array. We vary
the array size to get up to 77% DSP. The three memory 10s
are connected to the same task and placed near the DRAM.
This allows NoH to use all NoC bandwidth for the Hard
NoC Offloading stage. Its third objective (PL-NoC Cooperative
Placement) is exemplified in MM, where a good PL placement

Authorized licensed use limited to: UCLA Library. Downloaded on October 30,2025 at 00:04:15 UTC from IEEE Xplore. Restrictions apply.



350 350 350 350

Vivado M AutoBridge BNoH Vivado M AutoBridge BNoH Vivado B AutoBridge M NoH Vivado B AutoBridge M NoH
300 3004 300 300
< 250 < 2501 =250 — 250
I I T T
= 200 = 200+ S 200 = 200
5 150 o 1504 %150 % 150
1S 1S IS e
% 100 - 100 Y 100 Y- 100
50 504 50 50
0 0- 0 0
18x16 18x17 18x18 18x19 109 115 121 124 27 36 45 54 32 40 48 56
Array Dimension Length # HBM Ports # HBM Ports
(a) MM (b) Jacobi3D (c) KNN (d) SpMV

Fig. 8: Frequency comparisons of 4 workloads and 16 total design configurations (max. 90% LUT, 97% DSP, and 71% BRAM).
A red cross means unroutable. NoH achieves an average of 226 MHz and about 20% frequency improvement over Vivado.

resembles a mesh. Without it, NoC ports could misalign,
lowering Fmax.

With hundreds of tasks, AutoBridge struggles to find an
optimal solution. It times out after 7 hours while the solver
still has over 80% gap, resulting in a placement with more
inter-die crossings than Vivado. Consequently, all AutoBridge
baselines failed to P&R.

Although NoH uses the same placement, it offloads substan-
tial inter-die crossings to the NoC, reducing the SLL utilization
by an average of 19.7% and 37.4% (11172 and 21156 wires)
compared to Vivado and AutoBridge, respectively. As seen
in Figure 8(a), this leads to a notable Fmax improvement—
85% over Vivado. NoH is able to enhance an otherwise failing ~ Fig. 9: Congestion comparison: (a, b) MM 18x19 and (c, d)
placement to achieve up to 285 MHz. 54-port KNN. Warmer colors show higher congestion; NoH

(b, d) achieves lower congestion than AutoBridge (a, b).

B. Jacobi3D

The Jacobi3D accelerator computes multiple iterations of
a 7-point 3-dimensional Jacobi computation. We vary the
number of iterations to get up to 97% DSP usage. The number
of inter-die crossings is small. However, it can demonstrate one D. SpMV
ideal use case of hard NoC, where there is enough bandwidth The Serpens SpMV accelerator has a more irregular topol-
to map all inter-die crossings (excluding scarce control wires). ogy. We vary the number of HBM ports to reach up to 71%
With close to zero crossing, the P&R tool has a very relaxed usage for both BRAM and URAM. SpMV has low inter-
timing constraint between dice. die crossings so Vivado can sometimes do better by finer

Both NoH and AutoBridge have better Fmax than Vivado placement granularity. Compared to AutoBridge, on the other
(Figure 8(b)). Even though the design has used almost all  hand, NoH consistently reduces SLL utilization, by an average
DSP resources, we can still achieve 300 MHz. Our method o 20.9% or 11831 wires. We provide an average increase in
is slightly worse than AutoBridge for 124-length due to noise Fmax of 16.0%, and up to 46.6%. Consistent with the KNN
in P&R. Nevertheless, our NoH method consistently decreases results, NoH proves more effective for designs with more

the SLL utilization by an average of 68.6% from Vivado and memory IOs, enabling designers to scale up and fully utilize

out the logic. We consistently reduce inter-die crossings by an
average of 28% or 15866 wires compared to AutoBridge.

72.7% from AutoBridge (Table III). memory bandwidth.
C. KNN E. Cycle Count
The KNN accelerator is LUT-bound. We vary the number Although the hard NoC is fully buffered in each switch,

of HBM ports to get up to 89% LUT utilization. Figure 8(c) there is a drop in bandwidth and rise in latency over num-
reveals an average improve of 9.5% over Vivado. Vivado has ber of hops. Our ILP algorithm minimizes the effect by
the lowest SLL utilization, but it over-congests the device near ~ using constraints to reserve sufficient NoC bandwidth, virtual
the HBM, as seen in Section VII-F. Congestion occurs mainly channels to isolate independent communication, and the hop-
near HBM controllers due to a large number of memory IOs. length objective to optimize NoC routes. Table II confirms
NoH allocates all NoC bandwidth for memory IOs to spread that the Fmax improvement is not diminished by the overhead,
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TABLE III: Resource utilization for

all benchmark configurations.

MM Jacobi3D
size LUT(%) FF(%) BRAM(%) URAM(%) DSP(%) SLL(%) LUT(%) FF(%) BRAM(%) URAM(%) DSP(%) SLL(%)
VE A* N¥*I V. A N|V A NV A NIV A N[V A NV A N|V A N|V A NIV A NIV A N|(V A N
Configl*|11.1 12.4 12.5| 34 8.6 7.2(37.7 37.7 37.7| 0 0 0 |642 642 64.2]52.3 63.5 42.4((13.3 13.5 13.5(28.6 28.8 28.7|16.7 16.7 16.7| 0.6 0.6 0.6 |85.1 85.1 85.1|55 6.5 2.0
Config2 [11.7 12.8 12.7( 3.7 8.0 6.7 [40.0 40.0 40.0( O 0 0 |682 682 68.2150.0 63.7 41.3[(14.0 14.2 14.2(30.1 30.4 30.3|17.6 17.6 17.6| 0.6 0.6 0.6 |90.0 90.0 90.0| 59 6.8 1.3
Config3 [12.3 13.7 13.8| 3.8 9.0 7.5 |41.6 41.6 41.6 0 0 0 (722722 722|558 71.6 44.4|14.7 15.0 14.9(30.1 32.0 31.9|18.5 18.5 185( 0.6 0.6 0.6 [94.4 944 944|58 6.6 19
Configd [13.0 144 144 4.0 9.0 7.2 (43.6 43.6 43.6( 0 0 0 |763 763 76.3|54.5 74.2 42.4|[15.1 15.3 15.332.5 32.7 32.7|19.0 19.0 19.0| 0.6 0.6 0.6 |96.8 96.8 94.8| 58 6.6 2.0
KNN SpMV
size LUT(%) FF(%) BRAM(%) URAM(%) DSP(%) SLL(%) LUT(%) FF(%) BRAM(%) URAM(%) DSP(%) SLL(%)
V A N[V A N|V A N|V A N vV A N \% N VvV A N vV A N vV A N vV A N[V A N vV A N
Configl [43.2 42.3 44.0|121.0 22.0 21.8| 34 34 34 [16.6 16.6 16.6|58 58 58 |4.1 88 6.0 (123 124 123| 6.7 8.7 83 [40.3 40.3 40.3(39.4 394 394|79 79 79| 0 155 103
Config2 [58.1 58.5 58.4(28.0 29.6 29.2(45.3 45.3 45.3(22.1 22.1 22.1| 7.8 7.8 7.8 129 13.7 9.7 ||152 159 15.7(17.8 11.1 10.8[50.4 50.4 50.4(49.2 49.2 49.2|14.3 14.3 143| 8.8 20.0 14.2
Config3 [70.0 74.0 73.2(35.0 37.0 36.6(56.7 56.7 56.7(27.7 27.7 27.7| 9.7 9.7 9.7 |17.4 18.0 13.6/[17.8 18.6 18.1(10.2 12.7 12.4[60.5 60.5 60.5(59.0 59.0 59.0(17.1 17.1 17.1|15.4 21.9 16.7
Configd [89.1 90.2 87.1|42.0 44.4 44.0|68.0 68.0 69.0(33.2 33.2 33.2|11.7 11.7 11.7] 9.9 22.6 16.7(/21.0 22.7 21.1|11.9 15.7 14.3(70.5 70.5 70.5|68.9 68.9 68.9|19.6 19.6 19.6|17.8 22.9 23.4

*Note: V is Vivado baseline. A is AutoBridge baseline. N is NoH. Config 1 to 4 are in the same order as in Table II for each benchmark.

with less than 2.3% cycle count overhead compared to both
baselines.

F. Congestion Case Study

As shown in the routed device in Figure 9, NoH significantly
reduces congestion across all four dies. For MM 18x19, NoH
(a) offloads 19,253 inter-die wires, enabling a successful P&R
at 286 MHz, while AutoBridge (b) fails. Similarly, for KNN
with 54 HBM ports, NoH (c) achieves a balanced placement
with fewer wire-detours and inter-die crossings, reaching 203
MHz, whereas AutoBridge (d) again fails to complete P&R.

VIII. DISCUSSION

Scope of HLS Designs: NoH offloads point-to-point, latency-
insensitive communication, perfect for task-parallel designs
described in TAPA [33] as they provide native abstrac-
tions. This approach could be extended to support all-to-all
and memory-mapped communications, which are much more
costly to implement in PL, but incur no additional cost on the
hard NoC. For example, the improvement will be even more
notable to offload a soft crossbar.

Applicability to RTL Designs: Our ILP algorithms can
operate on RTL-level DFGs provided that latency-insensitive
communication is properly annotated. In fact, our current DFG
representation is not HLS-specific. Grouping RTL modules
into tasks is also important to facilitate manageable ILP
runtime.

Other Hard NoC Architecture: Although we tested on
the Versal NoC, NoH can be extended to other hard NoC
architectures. The P&R constraints for NoC ports, virtual
channels, and bandwidth in Section IV-B should be adjusted.

IX. RELATED WORK

FPGA Hard NoC Design and Use: There has been a variety
of works exploring FPGA hard NoC micro-architectures and
routing [40]-[42]. Several prior works have demonstrated the
usefulness of hard NoCs in the context of specific accel-
erator designs, like Transformers [43], graph convolutional
networks [44], and a customizable overlay [45] to reduce
compilation time.
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Leverage Hard NoCs in Designs: Early works [46], [47]
show how FPGA designs can use a hard NoC to save resources
and improve frequency before hard NoCs are commercially
available. Their works promote hardening NoCs through a
handful of case studies, while NoH is the first technique to
automatically determine how best to convert designs to use
the hard NoC—which latency-insensitive channels to offload
and how to offload them. Moreover, we evaluate a variety of
real-world designs on multi-die platforms. [48], [49] optimize
the computer-aided design (CAD) flow in the open-source
VPR framework [50] to support hard NoC, making VPR a
viable alternative to commercial tools like Vivado. Future work
could integrate NoH into VPR to assess its effectiveness across
various NoC architecture and CAD flows.

High-level Physical Synthesis: HLPS works [1], [51]-[54]
propose FPGA physical-design techniques to optimize fre-
quency. NoH can be seen as an extension to HLPS tools,
like [1], to first consider the hard NoC. HRFF [55] proposes a
placement algorithm tailored for a custom NoC-based FPGA
architecture using simulators, but it does not provide a gener-
alization of their optimization techniques to other hard-NoC
FPGA:s.

X. CONCLUSIONS

NoH is the first HLS flow that can automatically offload
communication to a hard NoC. It formally reasons about
resource trade-offs, and enables offloading both memory ac-
cess and latency-insensitive communication. Our framework
cooperatively places PL modules while considering hard NoC
communication, using direct modeling for memory 1O place-
ment, and a proxy model for placing NoC ports. Our evaluation
demonstrates around 20% improvement in frequency over
AMD tools by automating hard NoC usage in HLS designs.
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